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#### Abstract

A Monte Carlo simulation approach is presented for solving two problems based on stochastic ordinary differential equations, namely an initial-value problem for a nonlinear ordinary differential equation and a two-point boundary-value problem for a linear equation. The method consists of simulating on the computer several realizations of the random process which appears in the coefficients of the equations, and then computing the average over the corresponding solutions. Since these two problems are related to the same physical problem, we are able to compare the results. Several plots are given to illustrate the results and a discussion of the various kinds of errors which affect the method is presented. © 1988 Academic Press, Inc.


## 1. Introduction

The purpose of this paper is to illustrate, by some examples, a Monte Carlo approach to numerically treat (a) an initial-value (IV) problem for a nonlinear stochastic ordinary differential equation (SODE), and (b) a two-point boundaryvalue (BV) problem for a linear SODE. The approach consists of simulating on the computer several realizations of the stochastic process which enters the coefficients of the equations, and then evaluating the average over the corresponding solutions. As the underlying physical problem is the same in the two cases, we shall be able to compare the results of (a) and (b). The procedures described here are more than examples, as they can be applied to more general IV-problems and BV-problems for SODEs.

We start, in Section 2, with a short description of the physical problem and derive the equations to be numerically treated. Section 3 is divided into two parts: In Section 3a we give the details about the treatment of problem (a), while the same is done for problem (b) in Section 3b. Several graphs are then shown to

[^0]illustrate the results. Finally, in Section 4 we discuss the various types of numerical errors that affect our computations and in Section 5 we summarize the major points of the paper.
In [13] we studied essentially the same physical problem by using a completely different technique. We numerically solved a parabolic partial differential equation which describes the same statistical phenomenon considered here, but in a specific limit.

## 2. The Original Problem

When a plane electromagnetic wave propagates in a stratified lossless dielectric medium located in $0<x<l$, along the direction of stratification, its electric field $u(x)$ satisfies an equation such as

$$
\begin{equation*}
u_{x x}+k_{0}^{2} f(x) u=0, \quad 0<x<l, \tag{2.1}
\end{equation*}
$$

where $k_{0}=\omega_{0} / c$ is the free-space wave number, $\omega_{0}$ is the frequency, $c$ is the speed of light in vacuum, and the dependence on time $\sim e^{-i \omega_{0} t}$ has been omitted.

In the case where the medium is "random," i.e., only a statistical description of its properties is given, the dielectric function, $f(x)$, becomes a stochastic process, say, for example,

$$
\begin{equation*}
f(x, \omega)=1+\varepsilon \mu(x, \omega), \tag{2.2}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter and $\mu(x, \omega)$ is a suitable stochastic process on some probability space ( $\Omega, \mathscr{A}, P$ ); $\omega \in \Omega$ denotes the "chance."

While the numerical algorithm below can be implemented for arbitrary statistical properties of $\mu$, here we make certain specific assumptions. On the one hand, these allow us to carry out all the computations, in practice; on the other hand they correspond to some suitable physical picture. More precisely, we assume $\mu(x, \omega)$ to be a zero-mean, wide-sense stationary, almost-surely bounded real-valued random function. The process $\mu(x, \omega)$ is also assumed to satisfy a "mixing condition," in a sufficiently strong sense (see, e.g., [5]). The dielectric function in (2.1) models, therefore, a large class of random media: media with $\mu(\cdot, \cdot)$ a finite state ergodic Markov chain, for example, are included (cf. [5]).

We shall take as a realization of $\mu(x, \omega)$ a piecewise constant function of $x$, equal to $\pm 1$ in each section of length $\Delta$, in which we divide the $x$-interval, the sign being chosen at random: This is the so-called "random telegraph" process, a two-state Markov process. Moreover, we shall choose the two-point correlation function for $\mu$, say $\rho(z)$,

$$
\rho(z)= \begin{cases}1-|z| / \Delta, & |z| \leqslant \Delta,  \tag{2.2'}\\ 0, & |z|>\Delta,\end{cases}
$$

which corresponds to a uniform distribution of the values $\pm 1$ above. The choice (2.2) means that we represent the dielectric function of the medium as a small random perturbation around a mean value, taken equal to one.

Under these conditions, $u$ becomes a stochastic process as well. In what follows the dependence on the chance $\omega$ will be omitted, as is customary.

Equation (2.1) also describes the propagation of TEM (two-wire) waves along certain transmission lines and the propagation of the fundamental mode in waveguides with random inhomogeneities.

Equation (2.1) must be considered together with the boundary conditions

$$
\begin{array}{ll}
u(0)=T(l), & u_{x}(0)=-i k_{0} T(l), \\
u(l)=1+R(l), & u_{x}(l)=-i k_{0}[1-R(l)], \tag{2.3}
\end{array}
$$

which state the continuity of the field and its derivative across the borders of the slab at $x=0$ and $x=l$. Here $T(l)$ and $R(l)$ represent the complex-valued transmission and reflection coefficients; the incoming and the outgoing waves are assumed to be plane waves of the form

$$
\begin{array}{ll}
u_{1}(x)=e^{-i k_{0}(x-l)}+R(l) e^{i k_{0}(x-l)}, & x>l, \\
u_{2}(x)=T(l) e^{-i k_{0} x}, & x<0 .
\end{array}
$$

By eliminating $T(l), R(l)$ from (2.3) we obtain two boundary conditions involving $u, u_{x}$ only:

$$
\begin{align*}
& u_{x}(0)+i k_{0} u(0)=0 \\
& u_{x}(l)-i k_{0} u(l)=-2 i k_{0} .
\end{align*}
$$

Obtaining $T(l), \quad R(l)$, or better the mean powers $\left.\left.\left.\langle | T(l)\right|^{2}\right\rangle,\left.\langle | R(l)\right|^{2}\right\rangle=$ $\left.1-\left.\langle | T(l)\right|^{2}\right\rangle$, amounts to describing some of the scattering properties of the slab $0<x<l$ and can be considered the first goal in studying wave propagation in random media. Now, it has been shown that, in the problem described above, $R(l)$ satisfies a nonlinear ODE, the Riccati equation

$$
\begin{equation*}
\frac{d R(l)}{d l}=2 i k_{0} R(l)+\frac{i k_{0}}{2} \varepsilon \mu(l)(R(l)+1)^{2}, \tag{2.4}
\end{equation*}
$$

associated with the initial condition

$$
R(0)=0
$$

(cf. e.g., $[1,2,10]$ ).
Note that from (2.3) it follows that

$$
\begin{equation*}
R(l)=u(l)-1 . \tag{2.5}
\end{equation*}
$$

Therefore, our goal to compute $R(l)$ can be achieved by solving the linear BV-problem (2.1), (2.3') as well as the nonlinear IV-problem (2.4), (2.4'). These are problems (b) and (a), respectively, which we want to treat numerically. More precisely, we want to obtain $\left.\left.\langle | R\right|^{2}\right\rangle$ and $\left.\left.\langle | T\right|^{2}\right\rangle$ by performing numerical simulation experiments. Something similar for problem (b) was done in [6, 8, 9 ]. However, a detailed description was not given nor was a discussion of the errors included.
We remark that coping with IV-problems such as (2.4), (2.4') is more favorable, for numerical purposes, even in the corresponding deterministic problems.

## 3. Numerical Treatment

In this section we describe the treatment of the aforementioned problems (a) and (b) and show the corresponding results in several graphs. We divide the presentation into two subsections, according to the two problems.

## 3a. Numerical Simulation for a Nonlinear IV-Problem for a SODE

We generate "at random" on the computer a set, say, of $N$ realizations of the process $\mu(x) \equiv \mu(x, \omega)$, and solve (2.4), (2.4') for each of them. Then we evaluate the average over such $N$ solutions, for each $x$.

More precisely, we divide the interval [ $0, l_{\text {max }}$ ], for a given chosen value $l_{\max }>0$ (the maximum slab width for which we wish to compute $\left.\left.\langle | R(l)\right|^{2}\right\rangle$ ), in $p$ sections of equal length $\Delta=l_{\text {max }} / p$ and take as a realization of $\mu(x, \omega)$ a piecewise constant function, as described in Section 2 . For the $n$th realization, $1 \leqslant n \leqslant N$, we evaluate $R_{n}\left(l_{j}\right), l_{j}=j \Delta, j=1,2, \ldots, p$. Then we compute the average

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left|R_{n}\left(l_{j}\right)\right|^{2} \tag{3a.1}
\end{equation*}
$$

for $j=1,2, \ldots, p$.
When the problem can be idealized in such a way that the random perturbations have size $\varepsilon$ so small as to let $\varepsilon \rightarrow 0$, and the slab is so thick or the transmission line or guide is so long as to let $l \rightarrow \infty$, it is possible to perform a rigorous analysis based on some limit-theorem from Probability Theory, due to Kahsminskii [4], provided that $\varepsilon \rightarrow 0, l \rightarrow \infty$, with $\varepsilon^{2} l=$ const. This is the so-called diffusion limit. Information can be obtained for the limiting-solution, in this case. In such a limiting theory, there appears naturally the scaled independent variable

$$
\begin{equation*}
\tau \equiv s \varepsilon^{2} l \equiv \frac{l}{\chi}, \quad s \equiv \frac{k_{0}^{2}}{2} \int_{0}^{\infty} \rho(z) \cos 2 k_{0} z d z, \tag{3a.2}
\end{equation*}
$$

where

$$
\rho(|x-y|)=\langle\mu(x) \mu(y)\rangle
$$

is the two-point correlation function of the process $\mu(x)$, and $s$ represents, essentially, its power spectral density.

In order to make a meaningful comparison with this theory, we rewrite (2.4) with the variable $\tau$. Setting for short,

$$
\begin{equation*}
\alpha \equiv 2 k_{0}, \quad \beta(\tau) \equiv \frac{k_{0}}{2} \varepsilon \mu(\chi \tau) \tag{3a.3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{d R}{d \tau}=i \alpha \chi R+i \chi \beta(R+1)^{2}, \quad 0<\tau<\tau_{\max } \tag{3a.4}
\end{equation*}
$$

for $R \equiv R(\chi \tau)$, where $\tau_{\max }=l_{\max } / \chi$.
Now, on the interval $\left[0, \tau_{\max }\right]$ divided in $p$ sections of equal length $\delta=$ $\tau_{\max } / p=\Delta / \chi$, we approximate $\beta(\tau)$ with the constant value $\beta_{j} \equiv \beta\left(\tau_{j}\right), \tau_{j} \equiv j \delta$ in [ $j \delta$, $(j+1) \delta$ ), for $j=0,1,2, \ldots, p-1$. We can solve explicitly (3a.4) in each interval $[j \delta,(j+1) \delta)$. Separating the variables in (3a.4) we obtain

$$
\begin{equation*}
\int_{R_{j}}^{R} \frac{d R}{R^{2}+2\left(1+2 \eta_{j}\right) R+1}=i \chi \beta_{j}\left(\tau-\tau_{j}\right), \quad j \delta \leqslant \tau<(j+1) \delta \tag{3a.5}
\end{equation*}
$$

where $\beta_{j} \equiv \beta(j \delta)=\left(k_{0} / 2\right) \varepsilon \mu(j \chi \delta), R_{j} \equiv R(j \chi \delta)$, and

$$
\begin{equation*}
\eta_{j} \equiv \frac{k_{0}}{2 \beta_{j}}=\frac{1}{\varepsilon \mu(j \chi \delta)} \tag{3a.6}
\end{equation*}
$$

As

$$
\begin{equation*}
R^{2}+2\left(1+2 \eta_{j}\right) R+1=\left(R-R_{+}^{j}\right)\left(R-R_{-}^{j}\right) \tag{3a.7}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{ \pm}^{j}=-\left(1+2 \eta_{j}\right) \pm 2\left[\eta_{j}\left(1+\eta_{j}\right)\right]^{1 / 2} \tag{3a.8}
\end{equation*}
$$

are real (and negative), we obtain from (3a.5)

$$
\left.\log \left(\frac{R-R_{+}^{j}}{R-R_{-}^{j}}\right)\right|_{R_{j}} ^{R}=i \chi \beta_{j}\left(R_{+}^{j}-R_{-}^{j}\right)\left(\tau-\tau_{j}\right)
$$

i.e.,

$$
\frac{R-R_{+}^{j}}{R-R_{-}^{j}}=\frac{R_{j}-R_{+}^{j}}{R_{j}-R_{-}^{j}} \exp \left\{i \chi \beta_{j}\left(R_{+}^{j}-R_{-}^{j}\right)\left(\tau-\tau_{j}\right)\right\}
$$

and therefore the explicit formula

$$
\begin{equation*}
R(\chi \tau)=\frac{R_{+}^{j}-R_{-}^{j}\left(\frac{R_{j}-R_{+}^{j}}{R_{j}-R_{-}^{j}}\right) \exp \left\{i \chi \beta_{j}\left(R_{+}^{j}-R_{-}^{j}\right)\left(\tau-\tau_{j}\right)\right\}}{1-\left(\frac{R_{j}-R_{+}^{j}}{R_{j}-R_{-}^{j}}\right) \exp \left\{i \chi \beta_{j}\left(R_{+}^{j}-R_{-}^{j}\right)\left(\tau-\tau_{j}\right)\right\}}, \quad \tau_{j} \leqslant \tau<\tau_{j+1}, \tag{3a.9}
\end{equation*}
$$

where $R_{j} \equiv R(j \chi \delta), j=0,1,2, \ldots, p-1 ; R_{0} \equiv R(0)=0$.
Observing that $R_{+}^{j}-R_{-}^{j}=4\left[\eta_{j}\left(1+\eta_{j}\right)\right]^{1 / 2}$ and recalling that for numerical purposes we content ourselves with evaluating $R$ at the discrete points $(j+1) \chi \delta$, we can write

$$
\begin{equation*}
R((j+1) \chi \delta)=\frac{R_{+}^{j}-R_{-}^{j}\left(\frac{R_{+}^{j}-R(j \chi \delta)}{R_{-}^{j}-R(j \chi \delta)}\right) \exp \left\{2 \frac{i k_{0}}{\eta_{j}} \chi \delta\left[\eta_{j}\left(1+\eta_{j}\right)\right]^{1 / 2}\right\}}{1-\left(\frac{R_{+}^{j}-R(j \chi \delta)}{R_{-}^{j}-R(j \chi \delta)}\right) \exp \left\{2 \frac{i k_{0}}{\eta_{j}} \chi \delta\left[\eta_{j}\left(1+\eta_{j}\right)\right]^{1 / 2}\right\}} \tag{3a.10}
\end{equation*}
$$

As $R_{-}^{j}=1 / R_{+}^{j}$, (3a.10) can be written

$$
\begin{equation*}
R((j+1) \chi \delta)=R_{+}^{j} \frac{1-\left(\frac{1-R(j \chi \delta) / R_{+}^{j}}{1-R(j \chi \delta) R_{+}^{j}}\right) \exp \left\{\frac{2 i k_{0}}{\eta_{j}} \chi \delta\left[\eta_{j}\left(1+\eta_{j}\right)\right]^{1 / 2}\right\}}{1-\left(R_{+}^{j}\right)^{2}\left(\frac{1-R(j \chi \delta) / R_{+}^{j}}{1-R(j \chi \delta) R_{+}^{j}}\right) \exp \left\{\frac{2 i k_{0}}{\eta_{j}} \chi \delta\left[\eta_{j}\left(1+\eta_{j}\right)\right]^{1 / 2}\right\}} \tag{3a.10'}
\end{equation*}
$$

Remark 3a.1. Formula (3a.10) (or (3a.10')) holds for arbitrary, not necessarily small, $\varepsilon$ (as in the stochastic limit theory).

Remark 3a.2. For $j=0$ we obtain from (3a.10), recalling that $R(0)=0$,

$$
\begin{equation*}
R(\chi \delta)=\frac{R_{+}^{0}\left[1-\exp \left\{\frac{2 i k_{0}}{\eta_{0}} \chi \delta\left[\eta_{0}\left(1+\eta_{0}\right)\right]^{1 / 2}\right\}\right]}{1-\frac{R_{+}^{0}}{R_{-}^{0}} \exp \left\{\frac{2 i k_{0}}{\eta_{0}} \chi \delta\left[\eta_{0}\left(1+\eta_{0}\right)\right]^{1 / 2}\right\}} \tag{3a.11}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
|R(\chi \delta)|^{2}=\left(R_{+}^{0}\right)^{2} \frac{\left(1-\cos \gamma_{0}\right)^{2}+\sin ^{2} \gamma_{0}}{\left(1-\frac{R_{+}^{0}}{R_{-}^{0}} \cos \gamma_{0}\right)^{2}+\left(\frac{R_{+}^{0}}{R_{-}^{0}}\right)^{2} \sin ^{2} \gamma_{0}}, \tag{3a.12}
\end{equation*}
$$

where we set, for short,

$$
\begin{equation*}
\gamma_{0} \equiv \frac{2 k_{0}}{\eta_{0}} \chi \delta\left[\eta_{0}\left(1+\eta_{0}\right)\right]^{1 / 2} \tag{3a.13}
\end{equation*}
$$

Formula (3a.12) can also be written as

$$
\begin{align*}
|R(\chi \delta)|^{2} & =\frac{4\left(R_{+}^{0}\right)^{2} \tan ^{2}\left(\gamma_{0} / 2\right)}{\left[1+\left(R_{+}^{0}\right)^{2}\right]^{2} \tan ^{2}\left(\gamma_{0} / 2\right)+\left[1-\left(R_{+}^{0}\right)^{2}\right]^{2}} \\
& =\frac{\left(\frac{2 R_{+}^{0}}{1-\left(R_{+}^{0}\right)^{2}}\right)^{2} \tan ^{2}\left(\gamma_{0} / 2\right)}{1+\left(\frac{1+\left(R_{+}^{0}\right)^{2}}{1-\left(R_{+}^{0}\right)^{2}}\right)^{2} \tan ^{2}\left(\gamma_{0} / 2\right)}
\end{align*}
$$

where the relation $R_{-}^{0}=1 / R_{+}^{0}$ has been used.
In the deterministic case, $\mu_{0}=1$, we have $\eta_{0}=1 / \varepsilon$ and therefore

$$
R_{+}^{0}=-\left(1+\frac{2}{\varepsilon}\right)+\frac{2}{\varepsilon}(1+\varepsilon)^{1 / 2}, \quad \gamma_{0}=2 k_{0} \chi \delta(1+\varepsilon)^{1 / 2}
$$

As $R_{-}^{0}=1 / R_{+}^{0}$, we have

$$
\begin{aligned}
& \frac{2 R_{+}^{0}}{1-\left(R_{+}^{0}\right)^{2}}=\frac{2}{R_{-}^{0}-R_{+}^{0}}=-\frac{1}{2\left[\eta_{0}\left(1+\eta_{0}\right)\right]^{1 / 2}}=-\frac{\varepsilon}{2(1+\varepsilon)^{1 / 2}} \\
& \frac{1+\left(R_{+}^{0}\right)^{2}}{1-\left(R_{+}^{0}\right)^{2}}=\frac{R_{-}^{0}+R_{+}^{0}}{R_{-}^{0}-R_{+}^{0}}=\frac{1+2 \eta_{0}}{2\left[\eta_{0}\left(1+\eta_{0}\right)\right]^{1 / 2}}=\frac{2+\varepsilon}{2(1+\varepsilon)^{1 / 2}},
\end{aligned}
$$

and therefore

$$
\begin{aligned}
& \left(\frac{2 R_{+}^{0}}{1-\left(R_{+}^{0}\right)^{2}}\right)^{2}=\frac{1}{4 \eta_{0}\left(1+\eta_{0}\right)}=\frac{\varepsilon^{2}}{4(1+\varepsilon)} \\
& \left(\frac{1+\left(R_{+}^{0}\right)^{2}}{1-\left(R_{+}^{0}\right)^{2}}\right)^{2}=\frac{\left(1+2 \eta_{0}\right)^{2}}{4 \eta_{0}\left(1+\eta_{0}\right)}=\frac{(2+\varepsilon)^{2}}{4(1+\varepsilon)}
\end{aligned}
$$

Finally we obtain the formula

$$
\begin{equation*}
|R(\chi \delta)|^{2}=\frac{\frac{\varepsilon^{2}}{4(1+\varepsilon)} \tan ^{2}\left(\gamma_{0} / 2\right)}{1+\frac{(2+\varepsilon)^{2}}{4(1+\varepsilon)} \tan ^{2}\left(\gamma_{0} / 2\right)}=\frac{\frac{\varepsilon^{2}}{(2+\varepsilon)^{2}}}{1+\frac{4(1+\varepsilon)}{(2+\varepsilon)^{2}} \cot ^{2}\left[k_{0} \chi \delta(1+\varepsilon)^{1 / 2}\right]} \tag{3a.14}
\end{equation*}
$$

where $\gamma_{0} \equiv 2 k_{0} \chi \delta(1+\varepsilon)^{1 / 2}$. Here the fixed value $\delta$ can be replaced by a continuous real variable ranging over the whole interval $\left[0, \tau_{\max }\right.$ ]. The parameter $\varepsilon>0$ can also
take any value (not necessarily small) and also $\varepsilon<0$ (plasmas), provided that $|\varepsilon|<1$ (cf. [7, Sect. 25, p. 79, Problem 2] and also [11, Chap. 4, p. 97, formula (4.37)] for the Quantum Mechanical analogue).

Let us now return to the stochastic problem.
Remark 3a.3. Not every nonlinear (deterministic) ODE, even with constant coefficients, can be solved explicitly as in the case considered here. In general, we must proceed to the numerical integration of the (deterministic) equation under investigation, for each realization. Efficient ODE solvers do exist for this purpose.

Here is a description of the results. We chose up to $N=100$ realizations and the parameter values $\varepsilon=0.1, k_{0}=0.5$. Then we chose sections of unscaled length $\delta=\pi / 2$, so that $s=0.079577$, as the spectral density corresponding to the correlation function ( $3 \mathrm{a} .2^{\prime}$ ) can be computed explicitly by ( 3 a .2 ):

$$
\begin{equation*}
s=\frac{k_{0}^{2}}{2} \frac{1-\cos 2 k_{0} \delta}{4 k_{0}^{2} \delta}=\frac{1}{8 \delta} . \tag{3a.15}
\end{equation*}
$$

Therefore $\chi=1256$ and, by choosing $p=4700$ sections, we were able to cover scaled widths up to $\tau_{\max }=p \delta / \chi=5.6$ (unscaled widths up to $l_{\max }=\chi \tau_{\max } \approx 7033$ ).
The error due to considering only $N=100$ realizations is expected to be of order $O\left(N^{-1 / 2}\right)=O\left(10^{-1}\right)$, by the central limit theorem (see Section 4).

Good agreement between the results of the simulation and those of the stochastic limit theory was already observed in [6,9]. In [6], however, the realizations were constructed in such a way that the values $\pm 1$ in each section were assigned according to an exponential distribution.
In the Figs. 1a-6a we plotted the results of the numerical simulations that we conducted with $\varepsilon=0.1, k_{0}=0.5$ and the spectral density (3a.15) corresponding to the correlation function ( $3 \mathrm{a} .2^{\prime}$ ). The continuous curve indicates the result of the stochastic limit-theory (cf. [10]). In Fig. 1a we show the result obtained for a single


Fig. 1a. A single realization of $|T|^{2}$ vs $\tau \equiv s \varepsilon^{2} l$, corresponding to a certain "seed."
realization for the transmitted power $|T|^{2}$ as a function of $\tau \equiv s \varepsilon^{2} l$, corresponding to a certain "seed," chosen to start the generation of random numbers by means of a suitable routine on the computer. Such a routine is that one called GGUD in the IMSL package. It generates discrete uniformly distributed random numbers. We assume that different starting "seeds" as well as the "seed" automatically assigned by GGUD in the output (to be used in a subsequent call) yield uncorrelated sequences of (pseudo-) random numbers. In Figs. 2a, 3a, and 4 a we show the results obtained by averaging over 10, 40 and 100 realizations, respectively. In Figs. 5 a and 6a, finally, we show two other realizations of $|T|^{2}$, obtained by assigning different "seeds."

Single realizations can be thought of as corresponding to solutions of deterministic problems, though likely with a very irregular refractive index. Note that in such a case $|T|^{2}$ may become quite "large," close to 1 , for $\tau>0$. In fact, in the deterministic lossless case, resonances may occur for certain values of the ratio $l / \lambda, \lambda$ being the wavelength of the wave propagating through the slab, $\lambda=2 \pi / k$, when $1+\varepsilon \mu \equiv$ const, $k=k_{0}(1+\varepsilon \mu)^{1 / 2}$, and then (almost) all power could go through the slab.

The situation is quite different in the stochastic problem. There is a clear numerical evidence that, if we consider a sufficiently large number of realizations, the corresponding average of $|T|^{2}$ decays fast to zero, as $\tau \equiv s \varepsilon^{2} l \rightarrow \infty$. This agrees with the stochastic limit-theory, where it is shown that $\left.\left.\langle | T\right|^{2}\right\rangle$ decays exponentially as $\tau \rightarrow \infty$ (localization); cf. [5,6,8-10]. The physical explanation lies in the fact that, as the medium is assumed to be lossless, the power cannot be absorbed nor anyway dissipated by the medium itself. Therefore a half-space of such a medium must reflect back all the incident power.

3b. Numerical Simulation for a Linear BV-Problem for a Second Order SODE
The technique adopted here consists of constructing again several realizations of the process $\mu$, according to its statistical properties, by generating on the computer


Fig. 2a. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 10 realizations vs $\tau \equiv s \varepsilon^{2} l$.


Fig. 3a. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 40 realizations vs $\tau \equiv s \varepsilon^{2} l$.


Fig. 4a. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 100 realizations vs $\tau \equiv s \varepsilon^{2} l$.


Fig. 5a. A single realization of $|T|^{2}$ vs $\tau \equiv s \varepsilon^{2} l$, corresponding to a "seed" different from that of Fig. 1a.


Fig. 6a. A single realization of $|T|^{2}$ vs $\tau \equiv s \varepsilon^{2} l$, corresponding to a "seed" different from those in Figs. 1a and 5a.
suitable sequences of random numbers, and solving Eq. (2.1) with the boundary conditions ( $2.3^{\prime}$ ), by using propagator matrices. That is, we express the general solution of (2.1), in each section where $\mu$ is constant, by means of a fundamental matrix solution and multiply all these matrices. The boundary conditions are then imposed.

In practice, we again divide [ $0, l_{\max }$ ] into $p$ sections of equal length $\Delta=l_{\max } / p$, where $\mu= \pm 1$, with the sign $\pm$ chosen at random, and thus

$$
\begin{equation*}
h_{j}=k_{0}\left[1+\varepsilon \mu_{j}\right]^{1 / 2} \tag{3b.1}
\end{equation*}
$$

is the refractive index in the $j$ th section (cf. Section 3a).
For each $q, 1 \leqslant q \leqslant p$, we solve a BV-problem in the interval $\left[0, l_{q}\right]$, where $l_{q} \leqslant l_{p} \equiv l_{\max }$. Writing Eq. (2.1) as a system for the vector

$$
\mathbf{z}_{l}(x) \equiv\left[\begin{array}{r}
u(x)  \tag{3b.2}\\
u_{x}(x)
\end{array}\right]
$$

if $0 \equiv x_{0}<x_{1}<x_{2}<\cdots<x_{q} \quad 1<x_{q} \equiv l_{q}$ denotes an increasing sequence of points, the solution at $x=x_{1}$ can be expressed as

$$
\begin{equation*}
\mathbf{z}_{l}\left(x_{1}\right)=\mathbf{M}\left(x_{1}, x_{0}\right) \mathbf{z}_{l}\left(x_{0}\right), \tag{3b.3}
\end{equation*}
$$

where

$$
\mathbf{M}\left(x_{1}, x_{0}\right)=\left[\begin{array}{cc}
\cos \left[h_{1}\left(x_{1}-x_{0}\right)\right] & \left(1 / h_{1}\right) \sin \left[h_{1}\left(x_{1}-x_{0}\right)\right]  \tag{3b.4}\\
-h_{1} \sin \left[h_{1}\left(x_{1}-x_{0}\right)\right] & \cos \left[h_{1}\left(x_{1}-x_{0}\right)\right]
\end{array}\right]
$$

is the fundamental matrix solution of the equation for $z_{l}(x)$. The solution at $x=x_{2}$ can be written as

$$
\mathbf{z}_{l}\left(x_{2}\right)=\mathbf{M}\left(x_{2}, x_{1}\right) \mathbf{z}_{l}\left(x_{1}\right)=\mathbf{M}\left(x_{2}, x_{1}\right) \mathbf{M}\left(x_{1}, x_{0}\right) \mathbf{z}_{l}\left(x_{0}\right),
$$

where

$$
\mathbf{M}\left(x_{2}, x_{1}\right)=\left[\begin{array}{cc}
\cos \left[h_{2}\left(x_{2}-x_{1}\right)\right] & \left(1 / h_{2}\right) \sin \left[h_{2}\left(x_{2}-x_{1}\right)\right] \\
-h_{2} \sin \left[h_{2}\left(x_{2}-x_{1}\right)\right] & \cos \left[h_{2}\left(x_{2}-x_{1}\right)\right]
\end{array}\right]
$$

and, in general

$$
\begin{align*}
\mathbf{z}_{l}\left(x_{q}\right) & =\mathbf{M}\left(x_{q}, x_{q-1}\right) \mathbf{z}_{l}\left(x_{q-1}\right)=\cdots \\
& =\mathbf{M}\left(x_{q}, x_{q-1}\right) \mathbf{M}\left(x_{q-1}, x_{q-2}\right) \cdots \mathbf{M}\left(x_{2}, x_{1}\right) \mathbf{M}\left(x_{1}, x_{0}\right) \mathbf{z}_{l}\left(x_{0}\right) \tag{3b.5}
\end{align*}
$$

Therefore we have

$$
\begin{equation*}
\mathbf{z}_{l}\left(x_{q}\right)=\left(\prod_{m=1}^{q} \mathbf{M}\left(x_{q-m+1}, x_{q-m}\right)\right) \mathbf{z}_{l}\left(x_{0}\right)=\mathbf{M}_{q} \mathbf{z}_{l}\left(x_{0}\right) . \tag{3b.6}
\end{equation*}
$$

The boundary conditions are imposed at this point. By specializing the procedure above to our problem, by assuming $x_{m}-x_{m-1}=\Delta, m=1,2, \ldots, q$, we have

$$
\begin{equation*}
\mathbf{M}\left(x_{m}, x_{m-1}\right) \equiv \mathbf{M}_{m}(\Delta, 0), \quad m=1,2, \ldots, q \tag{3b.7}
\end{equation*}
$$

By using the boundary conditions (2.3'), we get

$$
\begin{align*}
& \mathbf{z}_{0} \equiv\left[\begin{array}{c}
u(0) \\
u_{x}(0)
\end{array}\right]=\left[\begin{array}{c}
1 \\
-i k_{0}
\end{array}\right] u(0), \\
& \mathbf{z}_{l} \equiv\left[\begin{array}{c}
u\left(l_{q}\right) \\
u_{x}\left(l_{q}\right)
\end{array}\right]=\left[\begin{array}{c}
u\left(l_{q}\right) \\
i k_{0} u\left(l_{q}\right)-2 i k_{0}
\end{array}\right]=\left[\begin{array}{c}
1 \\
i k_{0}
\end{array}\right] u\left(l_{q}\right)-2 i k_{0}\left[\begin{array}{l}
0 \\
1
\end{array}\right],
\end{align*}
$$

i.e., by using (3b.6),

$$
\begin{align*}
& u\left(l_{q}\right)=M_{11} u(0)-M_{12} i k_{0} u(0)  \tag{3~b.9}\\
& i k_{0} u\left(l_{q}\right)-2 i k_{0}=M_{21} u(0)-M_{22} i k_{0} u(0)
\end{align*}
$$

where $M_{i j}$ are the entries of $\mathbf{M}$. By eliminating $u(0)$, we obtain

$$
\begin{align*}
& u(0)=\frac{1}{\alpha} u\left(l_{q}\right) \\
& u\left(l_{q}\right)=\frac{2 i k_{0} \alpha}{i k_{0} \alpha-\beta} \tag{3~b.10}
\end{align*}
$$

where we set, for short,

$$
\begin{align*}
& \alpha \equiv M_{11}-i k_{0} M_{12} \\
& \beta \equiv M_{21}-i k_{0} M_{22} \tag{3b.11}
\end{align*}
$$

As we are mainly interested in the reflection coefficient, we can compute (cf. (2.5))

$$
\begin{equation*}
R_{q} \equiv u\left(l_{q}\right)-1=\frac{i k_{0} \alpha+\beta}{i k_{0} \alpha-\beta}=\frac{1+\frac{i \beta}{k_{0} \alpha}}{1-\frac{i \beta}{k_{0} \alpha}} \tag{3b.12}
\end{equation*}
$$

and then $\left|R_{q}\right|^{2} \equiv R_{q} R_{q}^{*}$ and $\left|T_{q}\right|^{2} \equiv 1-\left|R_{q}\right|^{2}$.
It is also of some interest for its physical meaning and to observe "what happens" inside the slab, to compute the total power or intensity

$$
\begin{equation*}
P(x) \equiv|u(x)|^{2}+\frac{1}{k_{0}^{2}}\left|u_{x}(x)\right|^{2} \tag{3b.13}
\end{equation*}
$$

for a fixed $l, 0<l \leqslant l_{\max }$ and $0 \leqslant x \leqslant l$.
All this procedure must be repeated for several realizations and then the averages of $\left|R_{q}\right|^{2},\left|T_{q}\right|^{2}, P$ over such realizations will be computed. In Figs. 1b-6b we show the results. The parameters $k_{0}=0.5, \varepsilon=0.3$ and $p=500$ (the number of sections) were used throughout. The higher value for $\varepsilon$ and the smaller value for $p$, in comparison with the computations reported in Section 3a, were chosen to contain the "cost," which here is higher than there. The results are qualitatively the same, even though the convergence to the "true" (exact) solution to the stochastic limitproblem (shown by the continuous curve drawn for comparison on each graph) is slower.

In Fig. 1b we show the result for $|T|^{2}$ corresponding to a single realization


Fig. 1b. A single realization of $|T|^{2}$ and of $P \equiv|u|^{2}+k_{0}^{-2}\left|u_{x}\right|^{2}$ vs $\tau \equiv s \varepsilon^{2} l$, corresponding to a certain "seed."


Fig. 2b. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 4 realizations vs $\tau \equiv s \varepsilon^{2} l$.
( $N=1$ ) obtained by assigning some "seed" in the routine GGUD which generates the sequence of random $\pm$ 's. The "total power" defined in ( 3 b .13 ) is also shown. In Figs. 2b, 3b, and $4 \mathbf{b}^{\prime}$, we show the average $\left.\left.\langle | T\right|^{2}\right\rangle$ of the transmitted power over $N=4,10$ and 40 realizations, respectively. In this last figure the "total power" is also plotted. In Fig. $\left.4 \mathrm{~b}^{\prime \prime},\left.\langle | T\right|^{2}\right\rangle$ is computed again over $N=40$ realizations, but starting from a different "seed." In Fig. 5b we plot the quantity $\left.\left.\langle | T\right|^{2}\right\rangle$ computed over $N=100$ realizations, while in Figs. $6 b^{\prime}$ and $6 b^{\prime \prime}$ we show respectively the average over $N=80$ realizations (where the first 40 correspond to Fig. 4 b "), and over $N=120$ realizations (with the first 80 corresponding to Fig. 6b').

From all of these graphs we can have a clear though only qualitative idea about the convergence and the numerical error, because we know the true limiting-


Fig. 3b. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 10 realizations vs $\tau \equiv s \varepsilon^{2} l$.


Fig. $\left.4 \mathrm{~b}^{\prime} .\left.\langle | T\right|^{2}\right\rangle$ and $\left.\left.\langle P\rangle \equiv\langle | u\right|^{2}+k_{0}^{-2}\left|u_{x}\right|^{2}\right\rangle$ over 40 realizations vs $\tau \equiv s \varepsilon^{2} l$.


Fig. $\left.4 \mathrm{~b}^{\prime \prime} .\left.\langle | T\right|^{2}\right\rangle$ and $\left.\left.\langle P\rangle \equiv\langle | u\right|^{2}+k_{0}^{-2}\left|u_{x}\right|^{2}\right\rangle$ over 40 realizations, vs $\tau \equiv s \varepsilon^{2} /$ but starting from a "seed" different from that in Fig. 4b'.


Fig. 5b. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 100 realizations vs $\tau \equiv s \varepsilon^{2} l$.


Fig. $\left.6 b^{\prime} .\left.\langle | T\right|^{2}\right\rangle$ over 80 realizations (where the first 40 correspond to Fig. $4 b^{\prime \prime}$ ), vs $\tau \equiv s \varepsilon^{2} l$. $\left.\left.\langle | T\right|^{2}\right\rangle$


$$
\tau \equiv s \varepsilon^{2} \ell
$$

Fig. $6 \mathrm{~b}^{\prime \prime}$. $\left.\left.\langle | T\right|^{2}\right\rangle$ over 120 realizations (where the first 80 correspond to Fig. $6 \mathrm{~b}^{\prime}$ ), vs $\tau \equiv s \varepsilon^{2} l$.
solution but we do not make any comparison with the exact solution to the problem with $\varepsilon$, $l$ fixed (rather than $\varepsilon \rightarrow 0, l \rightarrow \infty$ ). Questions about convergence and errors will be addressed in the next section.

## 4. About the Errors

Besides the usual truncation (or "discretization") and round-off errors that we meet solving, e.g., differential equations by implementing numerical algorithms, here we have to take into account some additional sources of error, due to the statistical nature of the method we used.

First of all we have to consider that we generate on the computer sequences of random numbers, according to some statistics. Suppose that we want to generate Gaussian (normal) random variables. In practice, however, the physical devices and the existing routines are unable to generate a perfectly Gaussian variable, say $\xi(\omega)$ : They will produce, rather, some random variable $\eta(\omega)$ such that

$$
\begin{equation*}
\eta(\omega)=\xi(\omega)+\delta(\omega) \tag{4.1}
\end{equation*}
$$

where the error term $\delta(\omega)$ can be assumed uncorrelated with $\xi(\omega)$ (cf. [12]). Here $\omega \in \Omega$ represents the "chance," ranging over some abstract space $\Omega$, which is part of the triplet $(\Omega, \mathscr{A}, P)$, the underlying probability space. Moreover it is reasonable to assume that $\langle\delta(\omega)\rangle=0$, while $\left\langle\delta^{2}(\omega)\right\rangle=O(1 / N), N$ being the number of the realizations, besides $\langle\xi(\omega) \delta(\omega)\rangle=0$.

Furthermore, we approximate the expected value of a certain quantity, i.e, an integral over some space $(\Omega)$, with respect to some probability measure $(P)$, by an average over a finite number $N$ of realizations. This is the finite sampling error, due to the finite size of any sample that must necessarily be used. Suppose that $\xi_{1}(\omega)$, $\xi_{2}(\omega), \ldots, \xi_{N}(\omega)$ are $N$ independent identically distributed random variables, with two finite moments $\mu, \sigma$. Then the strong (and weak) law of large numbers holds, as well as the classical central limit theorem. Therefore, if $s_{N}(\omega)=\sum_{i=1}^{N} \xi_{i}(\omega)$, then

$$
\begin{equation*}
P\left(\lim _{N \rightarrow \infty} \frac{s_{N}(\omega)}{N}=\mu\right)=1 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} P\left(\frac{s_{N}(\omega)-N \mu}{\sigma \sqrt{N}} \leqslant x\right)=\frac{1}{\sqrt{2 \pi \sigma}} \int_{-\infty}^{x} e^{-y^{2} / 2} d y \tag{4.3}
\end{equation*}
$$

Therefore: (i) the arithmetic mean $s_{N}(\omega) / N$ of the $\xi_{i}(\omega)$ 's converges to the expected value $\mu$ of each $\xi_{i}(\omega)$, with probability 1 , and (ii) the random variable $\left(s_{N}(\omega)-N \mu\right) /(\sigma \sqrt{N})$ converges in distribution to a Gaussian (normal) random variable. Equation (4.2) justifies taking the arithmetic mean, for every $x$, instead of
the expected value, and (4.3) justifies, in some sense, assuming that the error between the arithmetic mean and the expected value is of order $O(1 / \sqrt{N})$.

Besides computing the average

$$
\begin{equation*}
G_{1}\left(x_{j}\right) \equiv \frac{1}{N} \sum_{i=1}^{N} g_{i}\left(x_{j}\right), \quad j=1,2, \ldots, p, \tag{4.4}
\end{equation*}
$$

of the realizations $g_{i}$ at any fixed value $x_{j}$, that is a candidate for approximating the expected value of the process $g(x, \omega)$ at $x=x_{j}$, we compute the quantity

$$
\begin{equation*}
G_{2}\left(x_{j}\right) \equiv \frac{1}{N} \sum_{i=1}^{N} g_{i}^{2}\left(x_{j}\right), \quad j=1,2, \ldots, p \tag{4.5}
\end{equation*}
$$

In our problem $g_{i}\left(x_{j}\right)=\left|R_{i}\left(x_{j}\right)\right|^{2}$.
It is reasonable to think that $G_{2}$ represents the estimated second moment. Then, if we compute

$$
\begin{equation*}
\sigma_{g}\left(x_{j}\right) \equiv\left[\frac{1}{N-1}\left(G_{2}\left(x_{j}\right)-G_{1}^{2}\left(x_{j}\right)\right)\right]^{1 / 2}, \tag{4.6}
\end{equation*}
$$

$\sigma_{g}^{2}$ is the estimated variance, and the ratio $\sigma_{g} / G_{1}$, called the coefficient of variation, is generally accepted as a good measure of the (relative) sampling error; it can be given in percentages (cf. [3]). The appearance of $N-1$ instead of $N$ is required in order to have an unbiased estimator; when $N \gg 1$ the difference is, of course, irrelevant.

Therefore the error to be computed is

$$
\begin{equation*}
E \equiv \max _{1 \leqslant j \leqslant p}\left\{\frac{\sigma_{g}\left(x_{j}\right)}{G_{1}\left(x_{j}\right)}\right\} . \tag{4.7}
\end{equation*}
$$

In our problem we obtained $E \approx 11.2 \%$ with $N=100$ realizations, in case (b). Observe, however, that $N=100$ realizations and the consequent low computational cost is very little for Monte Carlo simulations standards.

Note. In the figures the solid line refers to the stochastic limit-theory [10]. However, this represents the "true" solution only when $\varepsilon$ is sufficiently small and $l$ is sufficiently large.

We should also consider that computing averages over a large number of realizations introduces additional round-off errors, with respect to the corresponding deterministic case (cf. [12]). This error may become important when the sample size is very large.

Several experiments seem to show that finite sampling and, perhaps, the last quoted round-off error dominate the others (cf. [12]).

## 5. Summary

In closing, let us summarize the major points of the paper. A Monte Carlo simulation technique has been adopted for numerically solving certain problems of wave propagation in random media, governed by stochastic ordinary differential equations. This approach is very simple and quite general: It is (trivially) suited to parallel computing and preserves the correct probabilistic structure of the problem. It can be used for solving more general stochastic ordinary differential equations, and is useful especially when no other methods are available. Moreover, in many cases it can be also computationally very cheap.

Besides illustrating with several pictures the results relevant to the particular physical problem we considered, we have discussed the various sources of errors that beset our method and estimated the most important errors.
All the computations were performed on CDC/Cyber 170, at the Courant Institute of Mathematical Sciences, New York University.
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